SENADO FEDERAL
Secretaria de Gestdo da Informacdo e Documentacao

ATO DA DIRETORIA-GERAL N2 28, DE 2025
A DIRETORA-GERAL DO SENADO FEDERAL, no uso das atribuicdes que lhe sdo conferidas

pelo art. 74 do Regulamento Administrativo, aprovado pelo Ato da Comissdo Diretora n2 14,
de 2022,

CONSIDERANDO o papel da Inteligéncia Artificial (IA) na modernizacdo da administracdo
publica, visando aumentar a eficiéncia e a eficacia dos processos e servigos;

CONSIDERANDO que o uso responsdvel e ético da IA é fundamental para preservar a
confianca publica, proteger dados pessoais e garantir o respeito a legislacdo vigente;

CONSIDERANDO a necessidade de adotar praticas que assegurem a transparéncia, a
seguranca, a qualidade e a explicabilidade dos sistemas de |IA desenvolvidos e utilizados no
Senado Federal;

CONSIDERANDO a importancia do protagonismo das dreas de negdcio na identificacdo e
priorizagdo de sistemas de IA que atendam diretamente as suas necessidades estratégicas;

CONSIDERANDO a crescente oferta de sistemas auténomos de IA, de facil acesso, que podem
ser usados tanto de forma institucional quanto pessoal, e a importancia de diferenciar esses
dois tipos de uso no ambiente de trabalho, RESOLVE:

CAPITULO |

DAS DIRETRIZES GERAIS, FUNDAMENTOS E DEFINICOES PARA O USO E DESENVOLVIMENTO
DE SISTEMAS DE 1A

Art. 12 Este ato estabelece diretrizes para sistemas de Inteligéncia Artificial (IA) no Senado
Federal, com o objetivo de assegurar o desenvolvimento e o uso ético, seguro, eficiente e
sustentavel dessa tecnologia nas atividades administrativas e de suporte ao processo
legislativo.

Paragrafo Unico. O disposto neste Ato somente sera aplicavel aos gabinetes parlamentares
mediante adesdo expressa, sendo-lhes facultado observar as diretrizes aqui estabelecidas

conforme sua conveniéncia e oportunidade.

Art. 22 O desenvolvimento, a governanga, a auditoria, 0 monitoramento e o uso responsavel
de solugdes de inteligéncia artificial no setor publico observardo os seguintes fundamentos:

| - respeito aos direitos fundamentais, a democracia e a centralidade da pessoa humana;
Il - promocdo do bem-estar social e da eficiéncia na prestacado de servigos publicos;

Il - fomento a inovagdo, com cooperagdo entre instituicdes, respeitada sua autonomia;
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IV - supervisdo humana em todas as etapas do ciclo da IA, inclusive no apoio a decisao;

V - promocgao da igualdade, da diversidade e da justica nas decisdes automatizadas;

VI - formulagdo de solugBes seguras, com gestao de riscos sistémicos;

VII - protecdo de dados pessoais, garantia do acesso a informacao e respeito a sigilos legais;

VIII - uso de dados confidveis, auditdveis e preferencialmente publicos no treinamento de
sistemas;

IX - capacitacdo continua dos usudrios sobre o uso, funcionamento e riscos da IA;

X - seguranca da informacao e cibernética;

XI - Transparéncia sobre auditorias, impactos e monitoramentos relacionados a IA.

Art. 32 Para o disposto neste Ato, considera-se:

| - Sistema de Inteligéncia Artificial (IA): sistema baseado em madaquina que, com graus
diferentes de autonomia e para objetivos explicitos ou implicitos, infere, a partir de um
conjunto de dados ou informacgGes que recebe, como gerar resultados, em especial previsdo,
conteudo, recomendacdo ou decisdo que possa influenciar o ambiente virtual, fisico ou real;
Il - Explicabilidade: possibilidade de compreensdo clara e acessivel sempre que tecnicamente
possivel, dos critérios, processos e logicas utilizados pelos sistemas de inteligéncia artificial
na geracao de resultados, como previsdes, recomendacgdes ou decisGes;

Ill - Dado Pessoal: informagao relacionada a pessoa natural identificada ou identificavel,

conforme oinciso | do art. 52 da Lei n2 13.709, de 14 de agosto de 2018 (Lei Geral de Prote¢do
de Dados - LGPD);

IV - Dado Pessoal Sensivel: dado pessoal sobre origem racial ou étnica, convic¢do religiosa,
opinido politica, filiagdo a sindicato ou a organizagao de carater religioso, filoséfico ou
politico, dado referente a saude ou a vida sexual, dado genético ou biométrico, quando
vinculado a uma pessoa natural, conforme o inciso Il do art. 52 da LGPD;

V - Dado Sigiloso: aquele submetido temporariamente a restri¢do de acesso publico em razao
de suaimprescindibilidade para a seguranca da sociedade e do Estado, conforme inciso Ill do
art. 42 da Lei n212.527, de 18 de novembro de 2011 (Lei de Acesso a Informacéo - LAl);

VI - Dado Sintético: dado artificialmente gerado por meio de técnicas computacionais para
simular caracteristicas estatisticas e padrdes dos dados reais, utilizado especialmente em
atividades como testes, validaces e treinamentos de sistemas de inteligéncia artificial;
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VIl - Dados Anonimizados: dado relativo a titular que ndo possa ser identificado,
considerando a utilizacdo de meios técnicos razodveis e disponiveis na ocasido de seu
tratamento, conforme o inciso Ill do art. 52 da LGPD.

VIl - Plataforma Externa de IA: solugdo tecnoldgica baseada em inteligéncia artificial
desenvolvida, hospedada ou gerenciada por entidade externa ao Senado Federal, ainda que
contratada ou licenciada pela instituicdo, caracterizando-se pela auséncia de controle direto
sobre sua infraestrutura ou operagdo;

IX - Supervisdo Humana: atividade de acompanhamento por pessoa capacitada para revisar
e validar os resultados ou decisGes de sistemas de IA,;

X - Viés Algoritmico Discriminatério llegal ou Abusivo: resultado indevidamente
discriminatdrio que cria, reforca ou reproduz preconceitos, de forma indevida, com base ou
ndo nos dados ou no processo de treinamento;

XI - ApolA: "Programa Apoio em Inteligéncia Artificial do Senado Federal - ApolA", centro de
referéncia para a gestao e coordenacao de iniciativas relacionadas a IA;

XII - Decisdes Automatizadas por IA: decisdes tomadas unicamente por meio do tratamento
automatizado de dados, sem interven¢cdo humana imediata;

XIll - Governanga de Dados: conjunto de politicas, praticas e processos que visam assegurar
a qualidade, integridade, seguranca, rastreabilidade e o uso responsavel dos dados ao longo
de seu ciclo de vida, promovendo a conformidade e a efetividade das atividades
institucionais;

XIV - Colaborador Capacitado: profissional que detém amplo conhecimento sobre o negdcio
ou drea de atuagdo, permitindo que atue ativamente na andlise e revisdo dos resultados
gerados por sistemas de IA;

XV - Area de Negdcio: setor ou unidade organizacional do Senado Federal responsavel por
uma fungdo ou processo especifico, com conhecimento detalhado de suas demandas,
operacbes e objetivos, sendo os principais demandantes e usudrios dos sistemas de IA
aplicados aos seus processos;

XVI - IA Oferecida Corporativamente: solug¢do tecnoldgica baseada em inteligéncia artificial,
desenvolvida ou contratada formalmente pelo Senado Federal, disponibilizada
institucionalmente aos usuarios e sob gestdo, supervisdo e responsabilidade direta da
propria instituicao;

XVII - IA de Uso Livre: plataformas ou ferramentas baseadas em inteligéncia artificial
disponiveis publicamente, utilizadas individualmente por colaboradores, sem participacdo
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institucional, cujo uso eventual para finalidades profissionais corre sob responsabilidade
pessoal do usuadrio, respeitadas, no que couber, as disposicbes destas diretrizes;

XVIII - Risco: possibilidade de ocorréncia de eventos ou situagdes que possam causar danos,
prejuizos ou impactos negativos a instituicdo ou aos individuos envolvidos, resultantes da
implementacdo ou uso de sistemas de inteligéncia artificial;

XIX - Transparéncia: principio que assegura o direito de acesso ativo ou passivo a informacdes
claras, precisas e de facil compreensdo sobre os critérios e decisGes relacionados ao
desenvolvimento e uso de sistemas de inteligéncia artificial, especialmente quando
envolverem o tratamento de dados pessoais, nos termos da LGPD e da legislagdo aplicavel;

XX - Ciclo de vida dos sistemas de IA: série de etapas de um sistema de IA, abrangendo desde
a sua concepcao, planejamento, desenvolvimento, treinamento, retreinamento, testagem, e
validacdo até a implantacdo, o monitoramento, adaptacdes e descontinuidade.

Art. 42 As seguintes diretrizes gerais devem ser observadas no desenvolvimento e no uso de
IA no Senado Federal:

| - Seguranca de Dados e Protecdo aos Dados Pessoais: a insercao de dados sigilosos, dados
pessoais ou dados pessoais sensiveis em plataformas externas de IA dependera de aprovagao
formal do Comité de Governanca de Tecnologia da Informacao (CGTI), que deverd considerar,
sempre que demandado, parecer técnico do Nucleo de Seguranca da Informacdo em
Tecnologia da Informacdo (NSITI) e manifestacdo da Coordenacdo de Informacdo (COINF);
nos testes e experimentacGes em plataformas externas, deverdo ser utilizados
prioritariamente dados anonimizados ou sintéticos;

Il - Transparéncia e Explicabilidade: os sistemas de IA desenvolvidos e utilizados no Senado
Federal devem ser explicaveis e transparentes, garantindo que seus resultados e processos
sejam rastreaveis e auditdveis;

Il - Supervisdo Humana e Autonomia Decisdria: os sistemas de inteligéncia artificial utilizados
ou desenvolvidos devem possuir mecanismos que possibilitem a revisdo, alteragdo e
validagcdo humana dos resultados propostos ao longo de seu ciclo de desenvolvimento e uso,
garantindo que ndo gerem dependéncia absoluta do usudrio na tomada de decisdes e
assegurem a autonomia decisdria do colaborador;

IV - Avaliagdo de Resultados: os sistemas de IA devem ter seus resultados continuamente
avaliados pelos gestores responsdveis pelos processos de negdcio que as utilizem, de modo
a verificar a acuracia e a adequacdo dos resultados, valida-los, corrigi-los ou interromper sua
utilizacdo; a responsabilidade por essas decisdes cabe aos gestores responsaveis pelos
respectivos processos de negdcio;
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V - Proposi¢cdo de iniciativas de IA: as dreas de negdcio devem atuar no processo de
proposicdo de sistemas de IA identificando necessidades e oportunidades especificas que
orientem a contratacdo, o desenvolvimento e a aplica¢do de tecnologia;

VI - OrientagOes especializadas sobre IA: as unidades do Senado Federal poderdo propor
orientagdes especificas relacionadas ao uso de Inteligéncia Artificial (IA) em suas areas de
especialidade, cujo conteddo serda submetido a andlise do CGTI, que avaliard sua
conformidade com as disposicGes estabelecidas neste Ato;

VIl - Gestdo de Riscos: o desenvolvimento e uso de sistemas de inteligéncia artificial devem
contemplar obrigatoriamente praticas de gestdo de riscos, envolvendo identificacdo,
avaliacdo, tratamento e monitoramento continuo dos riscos associados a seguranca da
informacdo, a privacidade e a protecdo de dados pessoais, a ética e aos impactos
institucionais e sociais decorrentes dessas solugdes.

CAPITULO Il DAS DIRETRIZES PARA O DESENVOLVIMENTO DE SISTEMA DE 1A

Art. 52 As equipes de desenvolvimento de sistema de IA no Senado Federal devem observar
as seguintes diretrizes no planejamento, desenvolvimento e implementagdo de solugdes:

| - Boas Praticas de Governanca de Dados: a utilizacdo de dados para o desenvolvimento de
projetos de IA deve observar as melhores praticas de governanga de dados, considerando
qualidade, integridade e seguranca dos dados, de acordo com as normas e legislacdo
vigentes;

Il - Privacidade Desde a Concepc¢do e por Padrdo: o desenvolvimento e a implementacao de
sistemas de IA devem incorporar, desde a fase de concepc¢do, medidas técnicas e
organizacionais voltadas a protec¢do da privacidade e dos dados pessoais, inclusive de dados
sigilosos e sensiveis; essas medidas devem estar presentes em todas as etapas do tratamento
de dados no ciclo de vida dos sistemas de IA, como coleta, processamento, armazenamento,
acesso, compartilhamento e descarte, conforme dispde o § 22 do art. 46 da LGPD;

Il - Mitigagdo de Vieses Algoritmicos Discriminatérios Ilegais ou Abusivos: no
desenvolvimento de sistemas de IA, devem ser adotados processos capazes de identificar,
mitigar e monitorar continuamente vieses algoritmicos que possam resultar em decisdes
discriminatdrias ilegais ou abusivas;

IV - Seguranca de Dados e Informagdo: o desenvolvimento de solugdes com base em |IA deve
ser realizado de acordo com a Politica Corporativa de Seguranga da Informagdo do Senado
Federal;

V - Documentagdo e Transparéncia: o processo de desenvolvimento dos sistemas de
inteligéncia artificial deve ser documentado com clareza e de forma proporcional a
complexidade e ao risco do sistema, abrangendo, no minimo, a descri¢do das etapas do ciclo
de vida dos sistemas de IA, os critérios para selecdo e tratamento dos dados, as decisdes
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relativas a escolha dos modelos adotados, as técnicas de treinamento e validagdo utilizadas,
bem como os eventuais riscos identificados e respectivas medidas mitigatérias a serem
adotadas, com o objetivo de assegurar transparéncia e possibilitar auditoria e
monitoramento pelos érgdos internos competentes;

VI - Alinhamento com Demandas das Areas de Negdcio: as equipes de desenvolvimento
devem colaborar com as areas de negdcio para que os sistemas de IA sejam construidos com
base nas demandas especificas de cada caso, assegurando que os projetos estejam em
consonancia com os respectivos objetivos institucionais e operacionais.

CAPITULO Il
DAS DIRETRIZES PARA USUARIOS DE SISTEMA DE IA OFERECIDO CORPORATIVAMENTE

Art. 62 Os colaboradores que utilizarem sistemas de |IA desenvolvidos pelo Senado Federal
ou contratadas para uso institucional devem seguir as seguintes diretrizes:

| - Uso Etico e Responsavel: é recomendavel que os gestores das solucdes registrem
formalmente a utilizacdo dos resultados gerados por IA em processos de negécio, indicando
explicitamente quando houver utilizagdo de sistema de IA e como tais resultados foram
aplicados, de modo a assegurar transparéncia, rastreabilidade e responsabilidade sobre o
uso dessas informagoes;

Il - Supervisdo Humana e Validacdo: decisGes automatizadas provenientes de sistemas de IA
devem ser revisadas e validadas por operadores humanos;

Il - Capacitacdo Continua: o Senado Federal ofertara capacitacées em IA de maneira que os
colaboradores estejam preparados para utilizar de forma ética e responsavel os sistemas de
IA, conforme as diretrizes estabelecidas neste Ato, bem como para interpretar corretamente
os resultados trazidos pelas solugdes baseadas em IA; os gestores devem cuidar para que os
responsaveis designados para essas tarefas estejam aptos a executa-las;

IV - Seguranga no Uso de Dados: os usudrios devem garantir que os dados utilizados sejam
tratados de acordo com as politicas de prote¢do de dados e seguranga da informac¢do do
Senado Federal;

V - Anonimiza¢do de dados: seguindo as praticas de protec¢ao de dados e de seguranca da
informacao, sempre que possivel, os dados pessoais tratados pelos sistemas de |A devem ser
anonimizados, de forma a ndo permitir a identificagdo direta ou indireta do individuo ao qual
se referem.

CAPITULO IV

DAS DIRETRIZES PARA USUARIOS DE SISTEMA DE IA DE USO LIVRE
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Art. 72 A utilizacdo de sistemas de IA de uso livre para fins profissionais, como os assistentes
virtuais ou as plataformas de IA autbnomas, deve seguir as seguintes diretrizes:

| - Respeito as Normas Internas: o uso desses sistemas deve estar de acordo com as normas
do Senado Federal, especialmente no que diz respeito a protecdo de dados pessoais e a
seguranca da informacgdo;

Il - Vedacgdo de Uso de Dados Protegidos: é vedada a insercdo de dados pessoais, sigilosos ou
protegidos por restricdo legal em sistemas de IA de uso livre;

Il - Uso Prioritdrio de Dados Publicos: devem ser utilizados, preferencialmente, dados
publicos, abertos, cuja utilizacdo seja legalmente permitida, conveniente e oportuna para os
objetivos institucionais, assegurando-se sua qualidade, integridade e seguranca;

IV - Verificagdo de Qualidade: os resultados fornecidos por sistemas de IA devem ser
revisados e validados por colaboradores capacitados antes de serem utilizados em processos
institucionais, a fim de assegurar sua qualidade e evitar usos inadequados;

V - Responsabilidade Técnica e Etica: o colaborador é responsavel tecnicamente pelos
resultados produzidos com o uso de s de IA de uso livre e por quaisquer implicagdes legais
ou éticas decorrentes do descumprimento das diretrizes estabelecidas neste ato, observados
os limites da sua atuacdo profissional e institucional;

VI - Notificacdo de Incidentes: notificar ao gestor da unidade em que o colaborador esteja
lotado qualquer anomalia ou evento adverso durante o uso da ferramenta;

VIl - Transparéncia: considera-se boa pratica a indicagdo do uso de sistema de IA quando
ocorrer, bem como dos parametros utilizados para a obtencdo dos resultados obtidos.

CAPITULO V
DA GOVERNANCA DOS SISTEMAS DE IA

Art. 82 Os projetos de IA que necessitem de recursos corporativos para seu desenvolvimento
- como infraestrutura tecnoldgica, bases de dados corporativas, redes e sistemas de
informacgao centralizados - devem ser incorporados ao Plano Diretor de Tecnologia da
Informacgédo (PDTI), compondo o portfélio de projetos de Tl do Senado Federal.

Art. 92 Fica instituido, com subordinagao técnica ao Comité de Governanga de Tecnologia da
Informacdo (CGTI), o Programa ApolA - Apoio em Inteligéncia Artificial do Senado Federal -,
destinado a orientar e coordenar o desenvolvimento de iniciativas, processos e politicas
relacionadas a Inteligéncia Artificial no Senado Federal.

§ 12 O Programa ApolA atuard como referéncia para a organizacdo dos projetos, normas e
diretrizes que orientem o uso ético, seguro e sustentavel de IA no Senado Federal.
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§ 22 O modelo operacional e o delineamento funcional positivo do Programa serdo definidos
em Ato da Diretoria-Geral, consoante a evolug¢do das tecnologias de IA e do contexto
institucional o recomendem.

§ 39 As atividades seminais do Programa ApolA, até o advento da regulamentacdo prevista
no § 29, serdo suportadas pela Diretoria-Executiva de Gestao.

§ 42 As areas de negdcio e as equipes de Tl deverdo colaborar no ambito do ApolA para
identificar novas oportunidades de aplicacdo de IA que atendam as demandas estratégicas e
operacionais do Senado Federal.

CAPITULO VI

DAS DISPOSICOES FINAIS

Art. 10. Este Ato entra em vigor na data de sua publicacao.

Senado Federal, 8 de agosto de 2025. llana Trombka, Diretora-Geral.
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